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Abstract 

One major health problem has been the prevalence of chronic diseases across the world. Seven chronic diseases are among 
the top 10 global causes of death in 2019, according to the World Health Organization. Over sixty-three percent of all 
deaths globally are caused by chronic diseases. Bad lifestyle choices are the main cause of heart disease, diabetes, 
hypertension, and other prevalent chronic disorders. Chronic diseases can lead to damage to an individual's vital organs, 
including the heart, kidney, eye, and brain, among others. One of the significant medical conditions is ongoing kidney illness 
(CKD). It is expanding consistently because of unfortunate dietary patterns, deficient water utilization, and absence of 
wellbeing mindfulness. CKD is a condition wherein the kidneys are harmed over the long haul because of different causes, 
bringing about a moderate and irreversible loss of kidney capability. The goal is to analyze ML classifier among the best for 
identifying and anticipating CKD using Kernel Techniques. 
 

Index Terms:  

Machine Learning, Kernel Techniques, Chronic Kidney Diseases, Diabetic, Naïve Bayes, SVM, Logistic 

 Introduction 

Due to their dreadful clinical manifestations, such as a protracted onset cycle, sneaky symptoms, and numerous sequelae, 

chronic illnesses rank among the world's most serious health problems. Machine learning has recently emerged as a viable 

method to help with the early detection of chronic illnesses. Unfortunately, current research ignores the issues with feature 

masking and unbalanced class distribution in datasets for chronic diseases. In this research, we provide a general and 

effective diagnostic paradigm to address the aforementioned two issues for prompt and accurate diagnosis of chronic 

illnesses. To be more precise, we first suggest the Kernel Based Classifier (KBC) method, which is data enrichment in term of 

its subspace and can also prevent over fitting, to effectively capture high-level information buried in chronic illness 

datasets. Secondly, in order to address the issue of class imbalance, we further provide an attention-enhanced KBC 

algorithm to enhance the sample space of the data as well as the diagnostic precision for ill patients. Using nine available 

datasets and two actual chronic illness datasets, we assess the suggested framework (partly with class imbalance). 

The global burden of chronic illnesses has been a serious health concern. The World Health Organization noted that the top 

10 global causes of mortality in 2019 include seven chronic illnesses [1,2]. More than 63% of all fatalities worldwide are 

brought on by chronic illnesses. Heart disease, diabetes, hypertension, and other common chronic illnesses are mostly 
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brought on by people's bad lifestyles [3]. The damage that chronic illnesses produce to a person's key organs (such as the 

eye, brain, heart, kidney, etc.) makes it simple to develop a number of major consequences that have an impact on both job 

and personal life [4]. Individuals who suffer from chronic conditions are more susceptible to infectious illnesses such the 

corona virus illness 2019 (COVID-19)[5]. A history of chronic illnesses affects and over 48% of COVID-19 patients, and these 

individuals are more prone to experience severe symptoms [6, 7]. Chronic illnesses will also result in high medical costs. 

According to the Center for Disease Control and Prevention, the nation's 3.8 trillion in annual health care expenses are 

mostly driven by chronic illnesses. Chronic illnesses have certain unpleasant clinical manifestations, such as a protracted 

onset cycle, sneaky symptoms, permanent development, and numerous consequences, which is the major cause of the 

high mortality rate and high medical costs10. The information presented above serves as a reminder that we urgently need 

to improve chronic illness prevention, diagnosis, and treatment. Thus, it is necessary and crucial to diagnose chronic 

diseases early. By doing so, high-risk patients may be inspired to modify their unhealthy lifestyles, which would lower the 

likelihood of problems and further enhance their well-being and standard of living. Since the onset of chronic diseases is 

imperceptible and there are no obvious clinical symptoms in the early stage, it is difficult for doctors to determine the risk 

of patients with chronic diseases. Nowadays, machine learning has become the hottest promising technology for the 

assisted diagnosis of diseases with its advantages of autonomous learning and low error rate11–13. It is challenging for 

doctors to assess the risk of people who have long-term illnesses since their beginning is imperceptible and they don't 

exhibit clear clinical signs in the early stages. With its benefits of learner autonomy and low mistake rates, machine learning 

has now emerged as the most exciting and promising technique for the aided diagnosis of illnesses. Modern machine 

learning algorithms like support vector machines (SVM), logistic regression (LR), k-nearest neighbour (KNN), decision trees 

(DT), and the ensemble of certain algorithms[18] have all been extensively used in the earlier detection of numerous 

chronic diseases, such as chronic kidney disease and diabetes. Nevertheless, current research focuses mostly on data 

preparation (such as data regularisation and extraction of features) to enhance the performance of early diagnosis of a 

single chronic condition. Moreover, they disregard the issues with feature masking and unbalanced class distribution in 

datasets for chronic diseases. So, these techniques do not support enhancing the diagnostic model's performance and are 

not appropriate for a rapid and accurate diagnosis of chronic illnesses. 

The characteristic in the data may not be directly connected to decision-making, according to the feature hiding problem. 

To extract the features directly associated with decision-making23, it has to be thoroughly examined in combination with 

other factors. For instance, it is not feasible to determine if a patient has cardiac disease based just on their heart rate and 

body mass index. However neither doctor nor the deep learning may be capable of making a sound choice if the observable 

original features of the data are employed directly. To capture the data's potential features linked to the diagnosis of 

chronic illnesses, we must thus broaden overall subspace of the data. Also, the class imbalance problem, also known as the 

large skew between the sample sizes for the various classes, is referred to as the unbalanced classification process of the 

dataset.  

The other classes are referred to as the minority class, while the dominating class is referred to as the majority class. The 

learnt model, which is more concerned with properly recognising the majority class and disregarding the minority class, will 

become unreliable after learning from the dataset with the class imbalance problem. The number of sick instances 

(minority class) is typically less than the amount of healthy cases, particularly in the chronic illness dataset (majority class). 

Therefore, it is much more expensive to misdiagnose a sick person as a healthy person than it is to misdiagnose a healthy 

person as ill. The patient could miss the most beneficial therapy time if the former occurs.  

Consequently, it is crucially important and also a very difficult task to reliably identify ill patients from the class unbalanced 

chronic disease dataset with hurting the overall diagnostic performance. Deep neural networks, which can extract high-

level characteristics from data to provide improved classification performance, offer a lot of potential for tackling different 

technical challenges in a variety of sectors. The majority of deep neural network methods, however, are not tolerant of tiny 

datasets and are susceptible to data overfitting. Also, current present deep neural network techniques cannot train a 

properly diagnostic models for chronic diseases due to the fact that the data gathered on chronic diseases is typically 
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sparse (i.e., small-scale datasets). Lately, several academics have been interested in the deep polynomials neural network 

(PNN). When compared to certain other deep neural network methods, PNN is far more accommodating to classification 

jobs on tiny datasets, according to our investigation of its advantages. Remarkably, the perfect PNN has no parameters and 

can repeatedly achieve a training error of zero. 

The input is a linear transformation at each node of the PNN network. Every polynomial number so over input data may 

therefore be represented by PNN. Layer by layer, PNN's network architecture is built, much like other deep neural network 

methods, to reflect more and more higher level (hidden) aspects of the input data. In other words, PNN can efficiently 

capture characteristics linked to the diagnosis of chronic diseases by expanding the subspace of its inputs in a hierarchical 

manner. The output layer of the PNN may then be created by resolving a straightforward convex optimization problem. 

 

Objective: 

 Using small-scale datasets, we investigate a general and effective diagnostic paradigm for making an early, accurate 

diagnosis of chronic illnesses. 

 To minimise the issue of over fitting, we suggest using the KBC method, which can effectively capture high-level 

characteristics concealed in datasets on chronic diseases and achieve excellent accuracy in classification. 

 In addition, we suggest an sparse and density matrix technique to address the issue of class imbalance, which 

significantly boosts the diagnostic model's recall—that is, its ability to correctly identify unwell patients. 

 Using nine chronic diseases datasets (partially with minority class) and extensive experimental results, we evaluate 

and compare the proposed methodology against other state-of-the-art methods. The findings indicate that the 

suggested two diagnostic model performs better state-of-the-art machine learning algorithms and can obtain 

greater accuracy and recall. 

 

Related Work  

Using machine learning, a research study suggested a prediction model to identify three major chronic diseases: diabetes, 

kidney disease, and heart disease. The most useful characteristics are chosen using the adaptive probabilistic divergence-

based feature selection approach. The study found that by maximising the most crucial variables for illness diagnosis, the 

suggested technique provided the maximum accuracy (2). A machine learning approach based on feature selection is 

suggested to forecast diabetes, heart attacks, and cancer, three chronic illnesses. Convolutional Neural Network (CNN) 

incremental feature selection is used to detect the presence of diseases. The suggested approach demonstrated 93% 

classification accuracy with faster calculation (8). 

Further investigation is made on the key characteristics of often chronic illnesses. Applications of Information Gain, Gain 

Ratio, and correlation-based feature selection methods are made. After that, the Random Forest prediction model is 

constructed using a number of subsets of the top-ranked features. It demonstrated how important it is for the process of 

making a medical diagnosis to consider the most important elements (19). The Stacked Generalization strategy is employed 

to enhance the efficacy of classification algorithms in another research work for the prediction of chronic diseases (20). To 

outperform five chronic illness prediction models, five classification algorithms—Decision Tree (DT), k-NN, SVM, Logistic 

Regression (LR), and Naive Bayes—are tested. The model performance is shown to be improved, and the Stacked Ensemble 

technique reaches the maximum accuracy of 90%. Using categorization methods, illnesses like as diabetes, breast cancer, 

and kidney disease are predicted in (21). Uncertain items in datasets are investigated and eliminated using rough K-means 

clustering. It was shown that using a classification model using extracted characteristics produced better results than using 

a traditional model. 
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An emerging field of artificial intelligence study is early breast cancer prediction. Using online methods and prediction 

models, several investigations are carried out for early-stage breast cancer prediction. Fuzzy temporal rules are employed 

to identify highly influential aspects for online breast cancer prediction, whereas fuzzy rule-based classification is used for 

classification purposes. The findings demonstrate that feature selection and fuzzy rule-based categorization increase 

classifier accuracy. A different research concentrated on feature filtering methods for early breast cancer detection. To 

choose the most important characteristics in patient datasets, frequent item-set mining is utilized. SVM performs better 

than other models when compared to the decision tree, Naïve Bayes (NB), k-Nearest Neighbors (k-NN), and Support Vector 

Machine (SVM). In a study article, the reduction of false positive and false negative prediction findings was the main focus. 

To rank highly relevant characteristics in the dataset, the Genetic Algorithm technique is used to obtain information. SVM is 

used to categorise results into positive and negative categories. 

Five classification models are used to predict early breast cancer in a different study (25), including SVM, K-NN, ANN, 

random forest, and logistic regression. In this study, the most influential features are extracted using the Pearson 

correlation, and when the most significant features are chosen, the ANN model achieves the greatest accuracy of 98%. In 

order to distinguish between cancer patients and healthy persons, two breast cancer datasets are employed in (26). In 

order to choose the most important characteristics in datasets, an evolutionary algorithm is utilised. Breast cancer is 

classified using three algorithms: multilayer perceptron (MLP), probabilistic neural network (PNN), and radial based 

function (RBF) (27). Compared to RBF and PNN, MLP takes more processing time for the training model and weighting of its 

neurons. MLP, RBF, and PNN yield accuracy values of 97%, 98%, and 100%, respectively. To predict breast cancer, a 

different study (28) uses SVM with several kernels. The key characteristics are extracted using an energy-based shape 

histogram. The proposed model had a 99% accuracy rate, which was the highest. Early diabetes diagnosis has the potential 

to save patients' lives. 

In a study report, the clustering method k-means clustering is compared to classification techniques like Artificial Neural 

Network (ANN) and Random Forest. Significant components are chosen using Principal Component Analysis (PCA). The 

study shown that while body mass index (BMI) and blood glucose levels closely correlate with diabetes, PCA improves the 

accuracy of diabetes prediction (28). Diabetes retinopathy, or long-term diabetes, can lead to visual loss. The consequences 

of diabetes on vision are predicted through a scientific study. The prediction of feature selection is performed using KNN, 

Decision Tree, Multilayer Perceptron, and SVM. It is shown that feature selection approaches greater accuracy and 

sensitivity by comparing the amount of accurate predictions made prior to and following feature selection (9). There are 

certain methods for treating diabetic retinopathy that make use of PCA and deep neural networks. 

Here (10) the computer vision and machine learning technology are used to estimate BMI from the photographs. In large 

data, federated learning has several applications. For censorious operations, the probabilistic method with sensors is 

employed. A study is done to predict type II diabetes and hypertensive in both people since some people have diabetes 

together with hypertension. Problems with data distribution are resolved by synthetic minority oversampling, and type II 

diabetes and hypertension are predicted using the ensemble approach. This study shown that pre-processing data before 

developing a model improves prediction accuracy [11]. Other medical conditions identification, text mining, and network 

security all make use of machine learning techniques (12–14). To forecast the hazards connected to diabetes, further study 

is performed. Classification techniques include Logistic Regression, Decision Tree, ID3, C4.5, k-NN, and Naive Bayes. PCA 

and PSO algorithms are used to identify and remove irrelevant characteristics. We compare the processing speed and 

enhanced accuracy of the two feature selection methods. It demonstrates that associated with visual is a potent method 

for improving the accuracy of prediction models[15]. 

Using decision trees & SVM, physiological and iris-based characteristics are employed to predict type II diabetes. 

Convolutional Neural Networks for Sickness [16], fuzzy for object recognition and classification techniques, among other 

techniques [17]. Principal Component Analysis (PCA) is used with three ensemble approaches, AdaBoost, Bagging, and K-

NN, to improve classification performance. The most important characteristics yield the maximum accuracy of 95.81%. [18]. 

A feed-forward and features extractor neural net is a convolutionary neural network (CNN). In a research (54), CNN is used 
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to make an early diagnostic of Diabetes Type II. CNN is implemented using a database of steel mill workers that include 

information on their demographics, physical activity, and hypertension. CNN is implemented using a dataset of steel plant 

workers that include information on their demographics, physical activity, and hypertension. Among all of the workers' 

datasets, the diagnosis of diabetic patients had the highest accuracy, at 94.5%. Patients with diabetes frequently have 

additional chronic illnesses. A research project outlined the characteristics that heart and diabetic patients have in 

common. By utilising classification and regression algorithms, it is shown that heart disease may be predicted early in 

diabetic patients. 

Proposed System 

 

Figure 1 Proposed System Architecture 

 

Dataset Selection  

Breast cancer, diabetes, heart disease, hepatitis, and renal disease are among the five chronic diseases for which data sets 

have been gathered from a variety of internet sites, such as Kaggle, Dataworld, Github, and the UCI machine learning 

repository. To forecast various illnesses, four datasets were previously employed in a research project (19), while other 

datasets were used in several research studies. Each dataset contains data on several individuals who have different 

conditions; as a result, dataset instances and attributes vary.  

Based on patient demographics and the outcomes of medical tests, all datasets utilised in this study include both numerical 

and categorical data attributes. The features taken from digital pictures of fine-needle fine - needle aspiration of various 

breast tissues are included in the breast cancer data attributes. Datasets on diabetes are derived from patient 

demographics and the outcomes of medical tests, including gender, age, blood pressure, body mass index, and glucose 

levels.  

To determine whether a person has heart disease or not, two datasets comprising heart disease signs and patient data are 

employed. Demographics, chest pain, cholesterol, hyperglycemia, ECG readings, maximal heart rate, depression, and 

exercise-induced angina are among the heart disease dataset features utilised for identification. Demographic information 

and the results of medical lab tests are used to predict hepatitis early. Categorical dataset characteristics, such as age, 

gender, antivirals, liver size, tiredness, pain, bilirubin, albumin, etc., are employed for diagnosis. 
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Using variables such as blood urea, blood glucose, red and white blood cell count, blood sugar level, diabetes presence, and 

appetite, the kidney failure dataset is used to identify the existence of kidney disease. All of the aforementioned datasets 

contain a variety of properties; however, not all aspects are equally important for diagnosing diseases. This study discovers 

that by taking into account just useful characteristics, feature selection methodologies aid to maximise classification 

outcomes. Thus, the classification findings are validated using two publicly accessible datasets for each condition. In several 

web platforms, only one dataset is available for the categorization of renal disease, though. 

Overall Steps in Proposed System  

Data collecting comes first in the process. Data from both organised and unstructured sources is gathered by our suggested 

method. Data sets are divided into cleaning and test data sets when preprocessing is applied to the collected data. Finally, 

in order to increase the precision of the prediction findings, the training data set is trained using machine learning methods 

such as Sparse Multinominal Logistic Regression  and neural network across a number of epochs. After the intended 

objective has been reached after several epochs, the generated model is prepared for testing. At this stage, the model is 

put to the test using a new set of data that was not used for training in order to assess how well it performs. The suggested 

model is suitable for deployment if it achieves the requisite accuracy in test data. 

Data Collection 

Real-world data consists of both structured and unstructured information, such as demographics, a patient's place of 
residence, and the results of lab tests. Structured information contains the patient's fundamental health information. In 
order to protect the patient's privacy, the data set does not include any of their identifying information, including name, ID, 
and location. 

Preprocessing 

Most structured data is preprocessed to account for the possibility of missing values. So, it is crucial to add the missing 
data, eliminate it, or change it in order to improve the quality of the data collection. The commas, punctuation, and white 
spaces are also removed during the preprocessing stage. When the data has undergone preprocessing, feature extraction 
and illness prediction are applied to it. 

 

Model Description 

The data set includes both organized and semistructured, as was already mentioned. The structured data includes 
tabularized information about the patient's living environment, laboratory test results, and the disease that they are 
suffering from, as well as demographic information about the patient's age, gender, height, weight, and other 
characteristics that are related to the disease's cause. The patient's medical symptoms and text-based information about 
the doctor interview make up the unstructured data. The prediction task benefits from the addition of unstructured input 
by obtaining more accurate results. 80% of the data set is used for training, while 20% is used for testing. 

Disease Prediction Using Sparse Multinominal Logistic Regression 
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In order to forecast chronic illness, the suggested system employs the Sparse Multinominal Logistic Regression technique. 

The data set is first transformed into vector form, then word embedding is used to adopt zero values for the data's fill. After 

that, the convolution layer receives it. 

The convolution layer provides the input to the pooling layer, which then performs the max pooling process. The fully 

connected layer receives the max pooling output before providing the classification outcomes to the output layer. 

 

The hospital's computer systems and internet archives have a large number of datasets available for all ailments. These 

datasets include various features for a variety of applications; not all of the traits are useful for detecting a particular 

ailment. Before using a system for the categorization of data, data which was before is a crucial step. The model may 

produce false results if it was built on a data with incorrect entries. Similar to how not every attribute in a dataset equally 

contributes to detection. Including unnecessary features lengthens the model's processing time and reduces model 

performance. The performance of the classifier is severely impacted if all characteristics are employed in the prediction 

analysis. It depends on the doctor's experience to make a diagnosis of a disease from various symptom input data in 

hospitals and medical labs. The primary purpose of feature selection approaches is to examine the role that each 

characteristic plays in the output prediction process. Prior to building a model, selection of features is a crucial strategy for 

reducing data complexity by removing pointless and unnecessary elements. 

Approaches for feature selection decrease the amount of data so that the model's training and testing take less time. 

Feature selection is advantageous since it decreases the amount of data required for processing, freeing up more room and 

power (15). The categorization model is easier to understand and produces more useful results with fewer features. With 

feature selection, features to zero or very little contribution are removed. There are different ways to choose features. One 

of the best techniques for feature selection is Information Gain (IG). Entropy, which refers to the uncertainty of selection, 

measures information gain. The likelihood of getting chosen as the final class label increases with a low entropy number 

(16). Each attribute's weight is determined by Information Gain in order to determine how much it contributed to the final 

class decision. The feature with the highest weight is the one that offers the most insight into the final class selection and is 

thus seen as having the most influence. 

Conclusion 

A significant scientific problem is early detection of chronic illnesses. With the use of our suggested model, we hope to 

anticipate additional chronic illnesses. Particularly, ensemble feature selection techniques may lead to improved chronic 

illness prediction. There hasn't been much study effort documented in the field of developing systems that can detect 

different ailments in people. For the categorization of medical data and the prognosis of diseases, many artificial 

intelligence algorithms are employed in literature. Such methods are frequently used to identify particular diseases using a 

small number of variables for specific datasets. In this study, a method based on enhanced artificial neural networks is used 

to forecast chronic illnesses. 
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