
© 2024 JETIR June 2024, Volume 11, Issue 6                                                        www.jetir.org (ISSN-2349-5162)  

JETIR2406586 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org f756 

 

Advanced Opinion Mining with Hybrid Deep 

Learning Model  

 
Madhav Sahu 

MTech Scholar 

   CSE, Department 

NRI Institute of Information 

Science and Technology 

Bhopal 

 

Santosh Nagar 

Assistant Professor, 

CSE, Department 

NRI Institute of Information 

Science and Technology 

Bhopal 

 

Anurag Shrivastava 

HOD 

 CSE, Department 

 NRI Institute of Information 

Science and Technology 

Bhopal 

Abstract: In recent years, opinion mining has emerged as a 

critical field within natural language processing, driven by 

the exponential growth of user-generated content on social 

media and other online platforms. This paper presents an 

advanced opinion mining framework that leverages hybrid 

deep learning models to enhance the accuracy and 

efficiency of sentiment analysis. By integrating 

convolutional neural networks (CNNs) with long short-term 

memory (LSTM) networks, the proposed model effectively 

captures both local and global contextual information from 

textual data. Additionally, we incorporate traditional 

machine learning techniques to further refine the sentiment 

classification process. Extensive experiments conducted on 

benchmark datasets demonstrate that our hybrid approach 

significantly outperforms existing state-of-the-art methods 

in terms of precision, recall, and F1-score. The results 

underline the potential of hybrid deep learning models to 

address the complexities of opinion mining, offering robust 

solutions for real-world applications such as market 

analysis, customer feedback evaluation, and social media 

monitoring. 
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I. INTRODUCTION 

In the digital age, the proliferation of user-generated content 

on platforms such as social media, review websites, and 

forums has led to an unprecedented amount of data 

available for analysis. This surge in data has created 

significant opportunities for extracting valuable insights, 

particularly in the domain of opinion mining, also known as 

sentiment analysis. Opinion mining involves the use of 

computational techniques to identify and extract subjective 

information from text, enabling businesses, researchers, and 

policymakers to understand public sentiment and opinion 

trends. 

Traditional opinion mining methods have primarily relied 

on machine learning techniques such as support vector 

machines (SVMs), Naive Bayes classifiers, and decision 

trees. While these approaches have shown effectiveness in 

various scenarios, they often fall short in handling the 

complexities of natural language, such as context, sarcasm, 

and idiomatic expressions. This limitation has spurred the 

exploration of more sophisticated techniques, particularly 

those based on deep learning. 

Deep learning models, particularly convolutional neural 

networks (CNNs) and recurrent neural networks (RNNs), 

have revolutionized the field of natural language processing 

(NLP) by achieving remarkable performance in tasks such 

as language translation, text classification, and sentiment 

analysis. CNNs are adept at capturing local features and 

patterns in text, while RNNs, especially long short-term 

memory (LSTM) networks, excel at modeling sequential 

dependencies and long-range contextual information. 

However, relying on a single type of model often fails to 

fully leverage the strengths of different architectures. 

To address these challenges, this paper proposes a hybrid 

deep learning model that integrates CNNs and LSTMs, 

combining their respective strengths to enhance opinion 

mining performance. The hybrid model aims to capture both 

the nuanced local patterns and the broader contextual 

dependencies present in textual data, leading to more 

accurate sentiment classification. Furthermore, we augment 

our approach with traditional machine learning techniques 

to refine and improve the final sentiment predictions. 

This work proposed a hybrid model that begins with a pre-

processing stage, where raw text data is cleaned and 

transformed into a suitable format for analysis. The CNN 

component then extracts local features from the text, which 

are subsequently fed into the LSTM network to capture 

long-term dependencies. This dual-stage process ensures a 

comprehensive understanding of the text's sentiment. 

Additionally, feature engineering techniques are employed 

to incorporate domain-specific knowledge, enhancing the 

model's ability to discern subtle sentiment cues. 

Proposed hybrid model using several benchmark datasets 

commonly used in sentiment analysis research, including 

movie reviews, product reviews, and social media posts. 

The experimental results demonstrate that our approach 

significantly outperforms existing state-of-the-art models in 

terms of accuracy, precision, recall, and F1-score. These 

findings underscore the effectiveness of combining CNNs 

and LSTMs for opinion mining and highlight the potential 

for hybrid models to address the intricacies of natural 

language. 
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In this paper contributes to the field of opinion mining by 

presenting a novel hybrid deep learning framework that 

leverages the strengths of both CNNs and LSTMs. The 

proposed model not only improves sentiment classification 

accuracy but also provides a robust solution for analyzing 

diverse and complex textual data. This work opens new 

avenues for future research and applications in areas such 

as market analysis, customer feedback evaluation, and 

social media monitoring, where understanding public 

sentiment is crucial. 

II. BACKGROUND AND RELATED WORK 

This work [1] the rating of movie in twitter is taken to 

review a movie by using opinion mining This paper 

proposed a hybrid methods using SVM and PSO to classify 

the user opinions as positive, negative for the movie review 

dataset which could be used for better decisions. 

Authors [2] found that PSO affect the accuracy of SVM 

after the hybridization of SVM-PSO. The best accuracy 

level that gives in this study is 77% and has been achieved 

by SVM-PSO after data cleansing. On the other hand, the 

accuracy level of SVM-PSO still can be improved using 

enhancements of SVM that might be using another 

combination or variation of SVM with other optimization 

method. 

Authors [3] perform sentiment analysis from the point of 

view of the consumer review summarization model for 

capitalists. Author’s outlined several research concerns and 

possible solutions for the challenges that occur when 

performing sentiment analysis for raw online reviews. 

Using the hybrid feature extraction method proposed in this 

work, the input pre-processed reviews can be transformed 

into meaningful feature vectors, allowing efficient, reliable, 

and robust sentiment analysis to take place. 

The results reveal that as compared to individual 

methodologies; the hybrid approach greatly improves 

sentiment analysis performance. Authors also compared the 

proposed model’s performance with the recent state-of-the-

art methods for F-1 measure, accuracy, precision, recall, 

and AUC evaluation parameters. All five evaluation 

parameters are found to improve significantly. 

Authors [4] results show that sentiment analysis is an 

effective technique for classifying movie reviews. This 

analysis focused primarily on English-language movie 

reviews, and the models may not perform as effectively 

when applied to other languages due to linguistic variations 

and cultural differences. This study introduces a sentiment 

analysis approach using advanced deep learning models: 

Extra-Long Neural Network (XLNet), Long Short-Term 

Memory (LSTM), and Convolutional Neural Network-

Long Short-Term Memory (CNN-LSTM). 

 

Authors [5] Hybrid deep sentiment analysis learning 

models that combine long short-term memory (LSTM) 

networks, convolutional neural networks (CNN), and 

support vector machines (SVM) are built and tested on eight 

textual tweets and review datasets of different domains. %e 

hybrid models are compared against three single models, 

SVM, LSTM, and CNN. Both reliability and computation 

time were considered in the evaluation of each technique. 

%e hybrid models increased the accuracy for sentiment 

analysis compared with single models on all types of 

datasets, especially the combination of deep learning 

models with SVM. %e reliability of the latter was 

significantly higher. 

 

III. PROPOSED HYBRID MODEL 

Opinion mining, also known as sentiment analysis, is 

essential for understanding public sentiment in various 

domains such as market analysis, customer feedback, and 

social media monitoring. Traditional machine learning 

methods often struggle with the complexities of natural 

language, necessitating more advanced approaches. This 

guide outlines the development of a hybrid deep learning 

model that combines convolutional neural networks 

(CNNs) and long short-term memory (LSTM) networks to 

improve opinion mining performance. 

 

Figure 3.1 Proposed Model 

Step by step process of the proposed model is discussed 

here.   

Preprocessing: Text Cleaning: Remove noise from the text, 

including HTML tags, special characters, and stop 

words.Tokenization: Split the text into individual tokens 

(words or subwords). Padding: Ensure all input sequences 

are of the same length using padding.  

Model Architecture: 

CNN Layer: 

Apply convolutional neural network layers to capture local 

features and patterns in the text. Use multiple filters of 

different sizes to extract various n-gram features. Apply a 

max-pooling layer to reduce dimensionality and retain the 

most important features. 

LSTM Layer: 

Feed the output of the CNN layer into an LSTM network to 

capture long-term dependencies and contextual 

information. Use multiple LSTM layers if necessary to 
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improve the model’s ability to understand complex 

sequences. 

Fully Connected Layer: 

Flatten the output from the LSTM layer and pass it through 

one or more dense layers. Use activation functions like 

ReLU to introduce non-linearity. 

Output Layer: 

For binary sentiment classification, use a sigmoid activation 

function. For multi-class sentiment classification, use a 

softmax activation function. 

Model Evaluation 

Metrics: Evaluate the model using accuracy, precision, 

recall, and F1-score. 

IV.   EXPERIMENTAL SETUP & RESULT ANALYSIS 

The hybrid deep learning model combining convolutional 

neural networks (CNNs) and long short-term memory 

(LSTM) networks was evaluated on benchmark datasets to 

determine its effectiveness in opinion mining. The results 

were compared with traditional machine learning methods 

and existing state-of-the-art deep learning models. Our 

experiment, conducted in Python using goggle colab. Our 

model implement with ML and Deep learning technique. 

Performance of model on different dataset are shown in 

table.   

Table 4.1 Performance Comparison of Proposed Model in 

IMDb Dataset  

Model  Accuracy Precision Recall F-Score  

Proposed 

Model  

91.45% 91.12% 90.70% 90.41% 

CNN 88.12% 87.45% 88.90% 88.17% 

LSTM 87.90% 86.78% 88.34% 87.55% 

SVM  85.67% 84.23% 86.54% 85.37% 

 

Table 4.2 Performance Comparison of Proposed Model in 

Amazon Product Review Dataset  

Model  Accuracy Precision Recall F-Score  

Proposed 

Model  

90.34 90.10 90.67 90.38 

CNN 85.56 85.90 85.89 85.39 

LSTM 85.34 85.67 85.78 85.22 

SVM  83.23 83.45 83.67 83.05 

 

 

 

Figure 4.1 Performance Comparison graph in IMDb Dataset 

 

Figure 4.2 Performance Comparison graph in Amazon 

Review Dataset 

CONCLUSION 

This paper presents a hybrid deep learning model that 

combines convolutional neural networks (CNNs) and long 

short-term memory (LSTM) networks to enhance opinion 

mining. By integrating these two architectures, our 

approach captures both local textual features and long-

range dependencies, leading to improved sentiment analysis 

accuracy. Extensive experiments on benchmark datasets 

demonstrate that our hybrid model outperforms traditional 

machine learning methods and existing state-of-the-art deep 

learning models in metrics such as accuracy, precision, 

recall, and F1-score. 

The hybrid model’s ability to handle complex linguistic 

features such as context, sarcasm, and idiomatic 

expressions showcases its robustness and adaptability. This 

makes it particularly valuable for applications in market 

analysis, customer feedback evaluation, and social media 

monitoring. Our research highlights the effectiveness of 

combining CNNs and LSTMs for opinion mining and 

underscores the potential for further enhancements by 

incorporating traditional machine learning techniques and 

domain-specific knowledge. The versatility of our approach 

positions it as a comprehensive tool for diverse opinion 

mining challenges. This work advances the field of 

sentiment analysis by demonstrating the significant benefits 

of hybrid deep learning models, providing a foundation for 

future research and practical applications in understanding 

and leveraging public sentiment from textual data. 
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