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Abstract :  The application of machine learning algorithms in predicting heart attacks has become a crucial area of investigation 

in modern healthcare. This study delves into how computer applications can analyze patient data to pinpoint individuals at 

potential risk for coronary events. By assessing variables such as weight, blood pressure, and medical history, these algorithms 

demonstrate notable capabilities, with some studies reporting accuracy rates exceeding 90%. Although these systems aid 

healthcare providers in recognizing high-risk patients, they do not offer a conclusive diagnosis of heart attacks. Thus, the role of 

medical professionals remains vital, as they collaborate with researchers to refine and improve these predictive tools. The 

incorporation of machine learning shows great promise for the early detection of those prone to heart attacks, facilitating timely 

interventions to reduce cardiovascular risks. The utilization of machine learning algorithms in predicting heart attacks has 

emerged as a significant area of research in contemporary healthcare. This paper explores the role of computer 

applications in analyzing patient data to identify individuals who may be at risk of experiencing a coronary event. 
 

Keywords:   Medical statistics evaluation, coronary heart attack threat evaluation, coronary heart disease prediction, and 

coronary heart attack prediction the use of Machine Learning (ML) and Support Vector Machines (SVM), Decision Tree (DT), 

Naive Bayes (NB), Logistic Regression (LR), and so own. 

______________________________________________________________________________________________________ 

I. INTRODUCTION 

The use of device gaining knowledge of algorithms to predict coronary heart attacks has become a first-rate field of studies due 

to its potential to improve healthcare results by detecting and treating heart attacks early and via centered intervention. A heart 

attack is a scientific emergency that happens when a blockage takes place within the blood delivered to a part of the coronary heart. 

This blockage can cause tissue harm or even necrosis. 

The emergence of machine learning algorithms is revolutionizing cardiovascular disease prediction and providing an advanced 

and data-driven approach to predicting cardiovascular disease risk factors. These algorithms use robust and correlative methods 

with comprehensive data sets covering many variables, from demographic profiles to medical history, lifestyle choices, and 

physiological parameters such as blood pressure, cholesterol levels, and heart rate. 

The integration of system studying into cardiovascular sickness prediction underscores the want for powerful and well-timed 

hazard evaluation to save you cardiovascular events. Although traditional threat assessment methods offer valuable information, 

reliance on simple fashions and confined enter records are regularly inadequate to distinguish the complex interactions of multiple 

risk factors for cardiovascular health.   

Additionally, this advent serves as a gateway to exploring numerous systems mastering algorithms used in cardiovascular 

prediction. These algorithms, along with however now not limited to logistic regression, help vector machines, choice timber, 

random forests, and neural networks, represent varying degrees of complexity and performance in representing complex 

relationships among the more than one variable they control.  

Additionally, exploring the ability benefits of device mastering-primarily based predictive models for more correct, 

personalized chance stratification and screening for populace screening applications. However, knowing these blessings brings with 

it many moral concerns and technical troubles that require caution while applying gadget studying in scientific practice.  

In precis, an advent to predicting heart disorder the usage of machine studying algorithms serves as a fundamental framework to 

underpin similarly research on this subject matter. Highlighting the significance of the problem handy, describing present strategies, 

describing the potential of system studying, and introducing the demanding situations participants face, this introductory talk units 

the stage for a complete evaluate of the cardiovascular danger evaluation landscape. 
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Related Study: 

 

Various studies have delved into the realm of machine learning applications in predicting cardiovascular diseases, particularly 

heart attacks [1][2][3][4][5]. These investigations have explored a range of algorithms, including Logistic Regression, Support 

Vector Machines, Decision Trees, Random Forests, and Neural Networks, to analyze patient data and discern risk factors for 

cardiovascular events. Such research offers valuable insights into the efficacy and comparative performance of different machine 

learning models in predicting cardiovascular disease [1]. Additionally, the field of predictive modeling in healthcare has seen 

notable progress, with researchers harnessing machine learning techniques to craft precise models for various medical conditions, 

including heart attacks [2]. These studies have honed in on aspects such as data acquisition, feature selection, model development, 

and performance evaluation to refine the predictive accuracy of healthcare models [2]. By amalgamating diverse datasets and 

employing sophisticated algorithms, researchers endeavor to enhance early detection and intervention strategies for better patient 

outcomes [3]. Clinical decision support systems (CDSS) have emerged as pivotal tools in aiding healthcare professionals' decision-

making processes regarding patient care [4]. Research has explored integrating machine learning algorithms into CDSS for 

cardiovascular risk assessment and management, enabling the analysis of patient data, risk stratification, and personalized 

intervention recommendations based on predictive models [4]. Ethical and regulatory considerations have also garnered attention, 

given the expanding use of machine learning algorithms in healthcare [5]. Studies have scrutinized issues concerning data privacy, 

patient consent, algorithm bias, and transparency in machine learning-based predictive models for cardiovascular disease prediction 

[5]. Addressing these ethical and regulatory challenges is imperative to ensure the responsible and ethical deployment of machine 

learning technologies in healthcare settings [5]. Moreover, the integration of artificial intelligence (AI) tools, including machine 

learning algorithms, into clinical practice holds promise for revolutionizing healthcare delivery and improving patient outcomes 

[1][2][3][4][5]. Research in this domain has investigated the impact of AI-enabled predictive models on clinical workflows, 

resource allocation, and patient management strategies in cardiovascular care [1][2][3][4][5]. Bridging the gap between AI research 

and clinical practice is a focal point, facilitating the adoption of innovative technologies to tackle the multifaceted challenges of 

cardiovascular disease prevention and management [1][2][3][4][5]. 

 

Methodology: 

 

Heart disease, encompassing heart attacks and strokes, remains a leading cause of global mortality. Effective prevention and 

timely intervention in heart attacks heavily rely on early detection and prompt risk assessment. Historically, physicians primarily 

relied on patients' medical histories, physical examinations, and specialized tests such as electrocardiograms (ECGs) to identify 

risks. However, machine learning (ML) algorithms are increasingly complementing these traditional methods. 

This section delves into the process of predicting heart attacks using machine learning. We will explore the dataset utilized for 

training these algorithms, the methodologies employed in machine learning, and the evaluations conducted to assess the 

effectiveness of these algorithms. 

 

Proposed System: The proposed system includes a heart attack prediction model based on several key characteristics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Data Acquisition: Data acquisition is a fundamental step in a machine learning model. It involves gathering information 

on how effectively the model works with clean datasets. Data acquisition digitizes signals used to measure physical events 

in the real world, enabling computers and software to manipulate them. Accumulating training data allows the model to 
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analyze and perform better on subsequent tasks. The importance of data collection lies in providing a sufficiently large 

sample size for the model to learn efficiently, without being excessively large to avoid overfitting. 

 Data Pre-Processing: Data preprocessing is a crucial step in the machine learning pipeline aimed at preparing the data for 

modeling. It encompasses various techniques to clean, transform, and format the data to make it suitable for machine 

learning algorithms. The goal of data preprocessing is to enhance the quality, accuracy, and performance of the machine 

learning model. 

 Model Stacking: Model stacking is an ensemble technique involving the combination of multiple classification or 

regression models. It comprises two layers of estimators: the first layer includes baseline models used to predict outputs on 

test datasets, while the second layer comprises a Meta-Classifier or Regressor. The Meta-Classifier takes the predictions of 

baseline models as input and generates new predictions. 

The algorithms utilized in this model include Decision Trees, Logistic Regression, Naive Bayes, K-Nearest Neighbors (KNN), 

Random Forest, XG Boost, and Support Vector Machines (SVM). 

 1. Logistic Regression:  

A logistic regression model is a prediction of the chance that an input is present in one group (as a rule, binary classification). It 

maps the linear sum of product features and their relative weights with the aid of a sigmoid function into any value from 0 to 1 

which represents the probability for a positive class. This function is known as the logistic function. 

Let the independent input features be: 

                                                          

𝑿 = [

𝑥11 … 𝑥1𝑚
𝑥21 … 𝑥2𝑚
⋮ ⋱ ⋮
𝑥𝑛1 … 𝑥𝑛𝑚

] 

 

and the dependent variable is Y having only binary value i.e. 0 or 1.  

𝑌 = {
0     if Class 1
1     if Class 2

 

then, apply the multi-linear function to the input variables X. 

Z=(∑ 𝑤𝑖
𝑛
𝑖=1 𝑥𝑖) + 𝑏 

Here 𝑥𝑖 is the 𝑖𝑡ℎ observation of X, 𝑤𝑖 = [𝑤1 ,  𝑤2 ,  𝑤3,   …… .  ,  𝑤𝑚] is the weights or Coefficient, and b is the bias term also 

known as intercept. simply this can be represented as the dot product of weight and bias. 

𝑧 =  𝑤 .  𝑋  +  𝑏  
Sigmoid Function 

Now we use the sigmoid function where the input will be z and we find the probability between 0 and 1. i.e. predicted y. 

𝜎(𝑧) =
1

1 − 𝑒−𝑧
 

 
where the probability of being a class can be measured as: 

𝑃(𝑦 = 1) = 𝜎(𝑧) 
𝑃(𝑦 = 0) = 1 − 𝜎(𝑧) 

Logistic Regression Equation 

The odd is the ratio of something occurring to something not occurring. It is different from probability as probability is the ratio 

of something occurring to everything that could possibly occur. so odd will be: 

𝑝(𝑥)

1 − 𝑝(𝑥)
  =  𝑒𝑧 

log [
𝑝(𝑥)

1 − 𝑝(𝑥)
 ] =  𝑧 

log [
𝑝(𝑥)

1 − 𝑝(𝑥)
 ] =  𝑤 .  𝑋  +  𝑏 

𝑝(𝑥)

1 − 𝑝(𝑥)
  = 𝑒𝑤. 𝑋 +𝑏 

http://www.jetir.org/


© 2024 JETIR June 2024, Volume 11, Issue 6                                                             www.jetir.org (ISSN-2349-5162)  

 

JETIR2406801 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org i4 
 

𝑝(𝑥)  = 𝑒𝑤. 𝑋 +𝑏  . (1 − 𝑝(𝑥)) 

𝑝(𝑥) + (𝑒𝑤. 𝑋 +𝑏  .  𝑝(𝑥)) = 𝑒𝑤 . 𝑋 +𝑏 

𝑝(𝑥)(1 + 𝑒𝑤. 𝑋 +𝑏  ) = 𝑒𝑤 . 𝑋 +𝑏 

𝑝(𝑥) =
𝑒𝑤 . 𝑋 +𝑏

1 + 𝑒𝑤 . 𝑋 +𝑏
 

then the final logistic regression equation will be: 

𝑝(𝑋; 𝑏, 𝑤) =
𝑒𝑤 . 𝑋 +𝑏

1 + 𝑒𝑤 . 𝑋 +𝑏
  =  

1

1 + 𝑒−𝑤 .𝑋 +𝑏
 

Function for Logistic Regression 

The predicted probabilities will be: 

 for y=1 The predicted probabilities will be:  

p(X;b,w) = p(x) 

 for y = 0 The predicted probabilities will be:  

1-p(X;b,w) = 1-p(x) 

 

𝐿(𝑏, 𝑤) =∏𝑝(𝑥𝑖)
𝑦𝑖(1 − 𝑝(𝑥𝑖))

1−𝑦𝑖

𝑛

𝑖=1

 

Taking log on both sides 

log(𝐿(𝑏, 𝑤)) = ∑𝑦𝑖 log 𝑝 (𝑥𝑖)

𝑛

𝑖=1

  +  (1 − 𝑦𝑖) log(1 − 𝑝(𝑥𝑖)) 

=∑𝑦𝑖 log 𝑝 (𝑥𝑖)

𝑛

𝑖=1

  +   log(1  −  𝑝(𝑥𝑖))   −  𝑦𝑖 log(1 − 𝑝(𝑥𝑖)) 

  = ∑ log(1 − 𝑝(𝑥𝑖))
𝑛
𝑖=1 + ∑ 𝑦𝑖 log (

𝑝(𝑥𝑖)

1−𝑝(𝑥(𝑖))
)𝑛

𝑖=1  

 = ∑ −𝑛
𝑖=1   log 1   −  𝑒−(𝑤 . 𝑥𝑖 + 𝑏)  +   ∑ 𝑦𝑖(𝑤 .  𝑥𝑖   +  𝑏)𝑛

𝑖=1 = 

 = ∑ −𝑛
𝑖=1 log 1 + 𝑒(𝑤 . 𝑥𝑖 + 𝑏) + ∑ 𝑦𝑖(𝑤 .   𝑥𝑖 +  𝑏)𝑛

𝑖=1      

Gradient of the log Function 

To find the maximum estimates, we differentiate w.r.t, 

𝜕𝐽(𝑙(𝑏, 𝑤))

𝜕𝑤𝑗
=   −∑

1

1 + 𝑒𝑤  .  𝑥𝑖 + 𝑏
𝑒𝑤  .  𝑥𝑖 + 𝑏

𝑛

𝑖=𝑛

 𝑥𝑖𝑗   +∑𝑦𝑖

𝑛

𝑖=1

 𝑥𝑖𝑗 

=  ∑(𝑦𝑖 − 𝑝(𝑥𝑖 ; 𝑏, 𝑤))𝑥𝑖𝑗

𝑛

𝑖=𝑛

 

Result 

Calculate: - 

1) Accuracy=
(𝑇𝑃+𝑇𝑁)

𝑇𝑃+𝑇𝑁+𝑃𝐹+𝐹𝑁
 

2) Precision=
𝑇𝑃

𝑇𝑃+𝐹𝑃
 𝑖. 𝑒.  

𝑇𝑃

𝑇𝑜𝑡𝑎𝑙  Pr 𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

3) Recall=
𝑇𝑃

𝑇𝑃+𝐹𝑁
 𝑖. 𝑒.  

𝑇𝑃

𝑇𝑜𝑡𝑎𝑙 𝐴𝑐𝑡𝑢𝑎𝑙 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

4) F1 score=
(2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
 

Where TP- True Positive, TN-True Negative, PF-Positive False, FN-False Negative. 

Implementation:  

The implementation of Logistic Regression works as follow: 

1. Load the dataset. 

2. Preprocess and split the dataset: 

3. Train the model. 

4. Evaluate accuracy. 

The accuracy obtained by using Logistic Regression algorithm is 90.16%. 
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Fig 2: Logistic Regression Implementation using Jupyter Notebook 

 

2. Support Vector Machine (SVM):  

Support Vector Machine (SVM) is a supervised getting-to-know set of rules used for type and regression tasks. For binary 

classification, SVM targets locating the hyperplane that exceptionally separates the statistics into two lessons by maximizing the 

margin between the nearest information factors (help vectors) of the two instructions. 

Given a training dataset {(𝑥(𝑖), 𝑦(𝑖))},where 𝑥(𝑖)represents the input features and 𝑦(𝑖) represents the corresponding class labels 

(either –1 or 1 for binary classification), the decision function of SVM is defined as: 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤𝑇𝑥  + 𝑏) 
Where: 

𝑤      is the weight vector perpendicular to the hyperplane. 

𝑥     is the input feature vector. 

𝑏 is the bias term. 

sign (⋅) is the sign function, returning +1 if the argument is positive, -1 if it's negative, and 0 if it's zero. 

The equation for the linear hyperplane can be written as: 

𝑤𝑇𝑥  + 𝑏 = 0 

The distance between a data point 𝑥      and the decision function can be calculated as: 

𝑑𝑖   =  
(𝑤𝑇𝑥  +  𝑏)

|𝑤|
 

where |w| represents the Euclidean norm of the weight vector w. Euclidean norm of the normal vector W 

The margin is the distance between the hyperplane and the closest data point (support vector) of each class. SVM ambitions to 

maximize this margin by means of fixing the optimization problem: 

min
𝑤,𝑏

(
1

2
|𝑤|2) 

Subject to the constraints:  

𝑦(𝑖)(𝑤𝑇𝑥(𝑖)  +  𝑏) ≥ 1 

For all training example (𝑥(𝑖), 𝑦(𝑖)). 

Implementation:  

The implementation of Support Vector Machine works as follow: 

o Load the dataset and clean the value. 

o After Preprocess, Split the heart disease dataset into train and test data with the proportion of 80:20 using SVM function. 

o Train the model using train set. 

o Make predict the accuracy. 

The accuracy obtained by using SVM algorithm is 86.88%. 
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Fig 3: Support Vector Machine Implementation using Jupyter Notebook 

 

3. K- Nearest Neighbor Classifier 

KNN is a simple, supervised machine learning (ML) algorithm that can be used for classification or regression tasks - and is 

also frequently used in missing value imputation. It is based on the idea that the observations closest to a given data point are the 

most "similar" observations in a data set, and we can therefore classify unforeseen points based on the values of the closest existing 

points.  

In supervised learning, an algorithm receives a dataset that is labeled with corresponding output values, on which it can train 

and establish a predictive model. This algorithm can then be used on new data to predict their corresponding output values. 

Here’s a simplified illustration: 

 
The intuition behind the K-Nearest Neighbors algorithm is one of the simplest among all supervised machine learning 

algorithms: 

Step 1: Select the number K of neighbors. 

Step 2: Calculate the distance. 

Euclidean Distance: This is nothing but the cartesian distance between the two points which are in the plane/hyperplane 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)
2

𝑛

𝑖=1

 

Manhattan Distance: This metric is calculated by summing the absolute difference between the coordinates of the points in n-

dimensions. 

𝑑(𝑥, 𝑦) = ∑|𝑥𝑖 − 𝑦𝑖|

𝑛

𝑖=1

 

Step 3: Take the K-nearest neighbors based on the calculated distance. 

Step 4: Among these K neighbors, count the number of points belonging to each category. 

Step 5: Assign the new point to the category most prevalent among these K neighbors. 

Step 6: Our model is ready. 
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We will use the heart disease dataset. 

 
With the KNN algorithm applied to heart disease prediction, we can achieve a high classification rate, approaching accuracy 

levels close to 100%. To optimize the performance further, we can explore methods for selecting the best value of k, the number of 

nearest neighbors, for optimal classification. 

Implementation:  

The implementation of K-nearest neighbors works as follow: 

o Load the dataset and clean the value. 

o After Preprocess, Split the heart disease dataset into train and test data with the proportion of 80:20 using K-nearest 

neighbors’ function. 

o Train the model using train set. 

o Make predict the accuracy. 

The accuracy obtained by using K-nearest neighbors' algorithm is 86.88%. 

 
Fig 4: Implementation of K- Nearest Neighbor Classifier 

 

4. Decision Tree Classifier: - 

A decision tree is a non-parametric supervised learning algorithm, which is utilized for both classification and regression tasks. 

It has a hierarchical tree structure, which consists of a root node, branches, internal nodes and leaf nodes. 

Terminologies: - 

 Root Node 

 Internal Nodes 

 Leaf Node 

 Branches 
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 Splitting 

 Sub Tree 

 Pruning 

 Child Node 

Decision Tree works on the Sum of Product form which is also known as Disjunctive Normal Form (DNF). In the Decision 

Tree, the major challenge is the identification of the attribute for the root node at each level. This process is known as attribute 

selection. 

Decision trees are a powerful way to represent algorithms using conditional control statements. In fact, they are essentially a 

tree-like structure built entirely on these conditional statements. 

Entropy:  

𝐻(𝑆) = −∑𝑝𝑖(𝑆)

𝑛

𝑖=1

⋅ log2 𝑝𝑖(𝑆) 

Information Gain: 

𝐼𝐺(𝑆, 𝐴) = 𝐻(𝑆) −∑
|𝑆𝑣|

|𝑆|

𝐴

𝑣

. 𝐻(𝑆𝑣) 

Where, 

  𝑆  is a set of instances, 

 𝐴     is an attribute 

 𝑆𝑣    is the subset of 𝑆 , 

 𝑣  represents an individual value that the attribute 𝐴. 

 

Implementation:  

The implementation of Decision Tree Classifier works as follow: 

o Load the dataset and clean the value. 

o After Preprocess, Split the heart disease dataset into train and test data with the proportion of 80:20 using dt function. 

o Train the model using train set. 

o Make predict the accuracy. 

The accuracy obtained by using Decision Tree Classifier algorithm is 77.05%. 

 

 
 

Fig 5: Implementation of Decision Tree Classifier 

 

 

 

5. Random Forest  

 

Random forest is a supervised machine learning algorithm that creates an ensemble of multiple decision trees to reach a 

singular, more accurate prediction or result. 

Difference between decision trees and random forest? 

The difference between decision trees and random forest is that decision trees consider all possible outcomes in the search for 

the best outcome based on the data provided; random forest generates random predictions from multiple decision trees and averages 

these out. As a result, trees may fall victim to overfitting, but random forests don’t. 

Working: - 
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Random forest produces multiple decision trees, randomly choosing features to make decisions when splitting nodes to create 

each tree. It then takes these randomized observations from each tree and averages them out to build a final model. 

Preparing Data for Random Forest Modeling: - 

o Some key steps of data preparation are as follows: - 

o Handling Missing values 

o Encoding Categorical Variables 

o Scaling and Normalization 

o Feature Selection 

o Addressing Imbalanced Data 

 

Implementation:  

The implementation of Random Forest Algorithm works as follow: 

o Load the dataset and clean the value. 

o After Preprocess, Split the heart disease dataset into train and test data with the proportion of 80:20 using dt function. 

o Train the model using train set. 

o Create the Confusion matrix 

o Make predict the accuracy. 

o Make the classification table. 

The accuracy obtained by using Random Forest algorithm is 81.97%. 

 
Fig 6: Implementation of Random Forest Algorithm 

 

6. Gradient Boosting Classifier: - 

Gradient Boosting is a popular boosting algorithm in machine learning used for classification and regression tasks. Boosting is 

one type of ensemble Learning method which trains the version sequentially and each new version attempts to accurate the 

preceding model. It combines several weak learners into strong learners.   

Algorithm:  

Step 1:  

Let’s assume X, and Y are the input and target having n samples. Our goal is to learn the function f(x) that maps the input 

features X to the target variables y. It boosts trees i.e. the sum of trees.  

The loss function is the difference between the actual and the predicted variables. 

𝐿(𝑓) = ∑𝐿( 𝑦𝑖  ,  𝑓(𝑥(𝑖)) )

𝑛

𝑖=1

 

Step 2: We want to minimize the loss function L(f) with request to f. 

𝑓0(𝑥) = argmin 𝐿 (𝑓) 
If our gradient boosting algorithm is in M levels, then to improve the  𝑓𝑚  set of rules can add a few new estimators as 

ℎ𝑚  ℎ𝑎𝑣𝑖𝑛𝑔 1 ≤ 𝑚 ≤ 𝑀 

𝑦𝑖 = 𝐹𝑚+1(𝑥𝑖) = 𝐹𝑚(𝑥𝑖)  +  ℎ𝑚(𝑥𝑖) 
Step 3: Steepest Descent 

For M stage gradient boosting, the steepest Descent finds  ℎ𝑚  =   − 𝜌𝑚𝑔𝑚 where is constant and known as step length and s 

the gradient of loss function L(f) 

𝑔𝑚        is the gradient of loss function L(f) 

𝑔𝑖𝑚   =   − [
𝜕𝐿(𝑓)

𝜕𝑓(𝑥𝑖)
]
𝑓(𝑥𝑖)=𝑓𝑚−1(𝑥(𝑖))

 

Step 4: Final step 

𝑓𝑚(𝑥) = 𝑓𝑚−1(𝑥)  +   (arg min
ℎ𝑚∈𝐻

[∑𝐿 ((𝑦𝑖  ,  𝑓𝑚−1(𝑥𝑖)  +  ℎ𝑚(𝑥𝑖)))

𝑛

𝑖=1

]) (𝑥) 

The current solution will be 

𝑓𝑚  =  𝑓𝑚−1  −  𝜌𝑚𝑔𝑚 
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Implementation:  

The implementation of Gradient Boosting Algorithm works as follow: 

o Load the dataset and clean the value. 

o After Preprocess, Split the heart disease dataset into train and test data with the proportion of 80:20 using dt function. 

o Train the model using train set. 

o Create the Confusion matrix 

o Make predict the accuracy. 

o Make the classification table. 

The accuracy obtained by using Gradient Boosting algorithm is 77.04%. 

 

 
Fig 7: Implementation of Gradient Boosting Algorithm 

 

7. Naive Bayes Classifiers: - 

 

Naive Bayes classifiers are a collection of classification algorithms based on Bayes’ Theorem. It is not a single algorithm but a 

family of algorithms where all of them share a common principle, i.e. every pair of features being classified is independent of each 

other. 

The Naive Bayes algorithm is used for classification problems. It is highly used in text classification. In text classification tasks, 

data contains high dimensions (as each word represents one feature in the data). It is used in spam filtering, sentiment detection, 

rating classification etc. 

Bayes Theorem: - 

Bayes’ Theorem finds the probability of an event occurring given the probability of another event that has already occurred. 

Bayes’ theorem is stated mathematically as the following equation: 

𝑃 (
𝑦

𝑋
) =

𝑃 (
𝑋

𝑌
) 𝑃(𝑦)

𝑃(𝑋)
 

Where 𝑦    and 𝑋      are events and 𝑃(𝑋) ≠ 0. 

𝑦  is class variable and 𝑋      is a dependent feature vector (of size n) where: 

𝑋 =  𝑋 = (𝑥1,  𝑥2,  𝑥3,   ……… . ,  𝑥𝑛) 
Now, if any two events 𝑦 𝑎𝑛𝑑 𝑋                    are independent, then 

𝑃(𝑦 ,  𝑋) = 𝑃(𝑦)𝑃(𝑋)  
Gaussian Naive Bayes classifier 

It is the type of Naive Bayes classifier. In Gaussian Naive Bayes, continuous values associated with each feature are assumed to 

be distributed according to a Gaussian distribution. A Gaussian distribution is also called Normal distribution When plotted, it gives 

a bell-shaped curve which is symmetric about the mean of the feature values as shown below: 
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Updated table of prior probabilities for outlook feature is as following: 

The likelihood of the features is assumed to be Gaussian; hence, conditional probability is given by: 

𝑃 (
𝑋

𝑦
) =

1

√2𝜋𝜎𝑦
2
𝑒
(−

(𝑋−𝜇𝑦)
2

2𝜎𝑦
2 )

 

 

Implementation:  

The implementation of Gaussian Naive Bayes classifier works as follow: 

o Load the dataset and clean the value. 

o After Preprocess, Split the heart disease dataset into train and test data with the proportion of 80:20 using dt function. 

o Train the model using train set. 

o Create the Confusion matrix 

o Make predict the accuracy. 

o Make the classification table. 

The accuracy obtained by using Gaussian Naive Bayes classifier is 85.25%. 

 

 
Fig 8: Implementation of Gaussian Naive Bayes classifier 

 

Performance Evaluation:  

Performance analysis is an important part of machine learning that requires careful monitoring to produce accurate and reliable 

results. It has three main functions; resampling data, measuring performance, and ensuring statistical significance of results. 

 

1. Resampling approaches (cross-validation or bootstrapping) are essential to examining the dependability and generalizability of 

artificial intelligence versions. The information is arbitrarily split right into subsets plus the version is educated along with checked 
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on various subsets, which aids avoid overfitting along with supplies much more precise quotes of exactly how the version will 

certainly execute on various other information. 

 

2. Determining efficiency: The performance of artificial intelligence design can be gauged in numerous methods. Several of 

the most typical actions consist of precision, accuracy, recall plus F1 rating. Accuracy is the percentage of forecasts the design 

made properly to the complete forecasts. Accuracy is the percentage of favorable forecasts that are in fact right. Recall is the 

percentage of real positives that the design has properly forecasted. F1 rating is the harmonic mean of precision coupled with recall.  

 

3. Ensuring statistical significance of results: Statistical importance is a step of just how most likely the outcome results from 

possibility. In maker understanding analytical value is utilized to see if the efficiency of the design is far better than anticipated by 

opportunity or otherwise. This can be done by making use of analytical examinations such as the t examination or the chi-squared 

examination. 

 

Heart Attack Prediction: 

After completing all the procedures, the culmination of the project is the generation of predictions based on user input. The 

anticipated outcomes of this project encompass the following: 

 Prediction of Accuracy Score: The accuracy score reflects the overall correctness of the model's predictions. It measures 

the proportion of correctly classified instances out of the total instances evaluated. A high accuracy score indicates that the 

model is effectively capturing patterns and making accurate predictions. 

 Macro Average and Weighted Average Metrics: In addition to the accuracy score, other performance metrics such as 

macro average and weighted average are computed. These metrics provide a more comprehensive assessment of the 

model's performance across multiple classes or categories. The macro average computes the unweighted average of 

precision, recall, and F1-score across all classes, treating each class equally.  

 Diagnosis of Heart Attack Risk: Based on the model's predictions and the input data provided by the user, the project 

aims to determine whether the patient is at risk of experiencing a heart attack. This decision is crucial for early 

intervention and preventive measures, enabling healthcare professionals to provide timely and targeted care to individuals 

at higher risk. 

 

Result:  

Results from Logistic Regression, Support Vector Machine, K-Nearest Neighbor, Decision Tree Classifier, Random Forest, 

Gradient Boosting Classifier and Naive Bayes Classifier are analyzed, and Logistic Regression has the highest accuracy among 

them in predicting heart disease in this project. Hence Logistic Regression has the implemented in the proposed system. 

 
Fig 9: Graphical Representation of Accuracy 

 

 

ALGORITHM ACCURACY (%) 

Logistic Regression 90.16 

Support Vector Machine 86.88 

K-Nearest Neighbor 86.87 

Decision Tree Classifier 77.05 

Random Forest 81.97 

Gradient Boosting Classifier 77.05 

Naive Bayes Classifier 85.25 
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Table: - Comparison of Accuracy 

 

 
 

Fig 10: Heatmap 

 

 

Conclusion: - 

The application of heart problem forecast making use of Artificial intelligence formulas uses customers important 

understandings right into their cardio wellness. Current technical improvements have moved the advancement of artificial 

intelligence formulas, making them progressively advanced as well as reliable. In this suggested approach, the Logistic Regression 

Algorithm was selected for its effectiveness as well as precision in forecasting heart problems. 

Logistic Regression not just supplies exact forecasts yet additionally allows the decision of cardiovascular disease forecast 

portion by evaluating relationship information. By recognizing the correlations in between numerous elements together with 

cardiovascular diseases Logistic Regression improves anticipating precision plus help in very early treatment. 

In addition, this approach can be reached by establishing comparable forecast systems for various other conditions by 

determining connections between various health and wellness problems plus illness. Additionally, the combination of brand-new 

formulas can even more improve precision together with efficiency. 

Generally, the use of Artificial intelligence especially Logistic Regression in heart problem forecast emphasizes its prospective 

in changing health care. By leveraging sophisticated formulas together with constant study, we can accomplish much more exact 

forecasts and equip people to make enlightened choices concerning their cardio wellness. 
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