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Abstract: To predict longer-term events, predictive analysis uses data that is archived. A mathematical model from past data is used to 

capture trends that are important. The model then uses the current data to predict the longer term or to derive actions that recently 

require tones of appreciation of optical results for predictive analytics due to the development of supporting technology in the areas of 

massive data in machine learning. Many industries use predictive analytics to make accurate predictions, such as providing a discount 

for driving around town. This resource planning enables forecasting, for example, taxi fares can be predicted more accurately. There 

are many factors to consider when starting a taxi business. This project tries to know patterns and use different methods to predict 

fares. This project is developed to predict taxi fares in a certain city. The project involves different steps like training, testing using 

different variables like pick up, drop off location to predict taxi fare.  

  

Index Terms - Machine Learning, Fare Prediction, Predictive analysis, Supervised Learning.  

1. INTRODUCTION  

Taxi fare prediction is a regression problem that uses machine learning techniques to estimate the fare for a given taxi trip  based 

on various input functions. The process begins with the collection and pre-processing of a comprehensive data set of historical taxi 

ride records, which typically includes information such as pick-up and drop-off locations (latitude and longitude), travel distance, 

travel time, fare amount, and any other relevant contextual features such as .weather conditions, traffic patterns  and time of day. Data 

preprocessing steps can include handling missing values, removing outliers, and ensuring consistency of feature representations.  

Once the data is ready, the next step is feature engineering, where relevant features are extracted or inferred from the raw data to 

capture the underlying patterns and relationships that influence fares. These features could include straight-line distances, travel times 

based on historical traffic data, peak or weekend indicators, and any other domain-specific knowledge that could improve the model's 

predictive power.  

With the designed features and the target variable (fare), various machine learning algorithms such as linear regression, dec ision 

trees, random forests, gradient boosting machines and neural networks can be used for the regression task. These algorithms learn 

complex relationships between input features and fares from training data, allowing them to make accurate predictions of new, unseen 

taxi ride instances.  

Model evaluation is a crucial step where the performance of the trained model is assessed on the test dataset using appropriate 

metrics such as mean square error (MSE), root mean square error (RMSE) or mean absolute error (MAE). This evaluation helps 

identify the most accurate model and leads to further tuning or selection of different algorithms if performance is unsatisfactory.  

Once a satisfactory model is obtained, it can be deployed as a service or integrated into ride-hailing applications to provide real-

time fare estimates for potential taxi trips based on input features. Accurate price forecasting not only improves user experience by 

providing price transparency, but also enables taxi companies to optimize their pricing strategies, resource allocation and demand 

forecasting based on predicted patterns.  

     However, it is important to note that the accuracy of taxi price prediction models can be affected by various factors such as  the 

quality and completeness of the training data, the efficiency of feature engineering, the complexity of the underlying patterns, and 

external factors such as traffic conditions, road closures, and weather events that they can introduce uncertainty into predi ctions.  

 

  

1.1: OBJECTIVES  

1. Accurate Fare Estimation: Develop a model that can accurately estimate the fare for a given taxi trip based on input features  

such as pick-up/drop-off locations, travel distance and time, providing transparency and building customer trust.  

2. Demand forecasting: Analyze historical data and relevant features to predict demand patterns for different areas and times, 

helping taxi companies better resource planning and fleet management.  

3. Improved user experience: Provide customers with accurate advance fare estimates, allowing them to plan their journeys more 

efficiently and avoid fare disputes, improving the overall user experience.  
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2. LITERATURE REVIEW  

This research will be useful for those involved in fare forecasting. In the previous generation, the fare changed to be the most 

convenient depending on the distance, but with the improvement in technology, the cab fare depends on many things such as time, 

area, number of passengers, traffic, number of hours, base fare and so on. The view of is based on supervised mastering, one 

application of which is prediction in device recognition. This research aims to observe predictive evaluation, which is a met hod of 

analysis in Machine Leaming. Many corporations like Ola, Uber and many others are using artificial intelli gence and system 

learning technology to find the answer to fix the fare prediction problem. [1]  

The survey suggests that flight and taxi fares vary depending on various factors such as location, time of day and so on. Also cabins 

where the fare depends on a wide range of passengers, visitors and so on. Seller has facts about all factors but buyers can access 

records which are limited and we cannot expect price lists. Uber and Ola use factors such as traffic in a particular neighbor hood and 

the motive behind these articles is to explore the factors that impact rate variances and how they relate to trade within pricing. . [2]  

The patterns and functions of the transportation system, including the traditional mode of sightseeing that includes taxis and 

subways, as well as revolutionary devices such as ride-hailing (Uber, Lyft, etc.), are critical subjects of study in economics, 

transportation, and operations studies. field. By calculating and analyzing the effect of these elements on the amount of Uber drivers' 

fees, we will reach conclusions that can be instructive and useful in practice. [3]  

Using large-scale urban facts to expect taxis and Uber passenger demand in cities is valuable for designing higher taxi dispatch 

structures and improving taxi services. In this paper, we forecast taxi and Uber demand using real global datasets. Our technique 

involves two key steps. First, we use time-correlated entropy to measure the call for regularity and achieve maximum predictability. 

Second, we implement and validate 5 well-known representative predictors (Markov, LZW, ARIMA, MLP, and LSTM) to achieve 

as much predictability as possible. [4]  

Using spatio-temporal modes of time series can help us to better recognize the demand for call services and anticipate it more 

accurately. This paper analyzes the overall prediction performance of 1 temporal model (vector autoregressive (VAR)) and 

spatiotemporal modes (Spatial-temporal autoregressive (STAR); least absolute shrinkage and selection operator applied to STAR 

(LASSO-ST AR)) and for characteristic scenarios (primarily based on the number of ohms and spatial delays) and performed for 

each peak and non-peak period. The implications show that the demand for taxi services does not need to be considered in spatial 

ways. [5]  

This model is able to predict Uber surge multipliers, the overall average, and the historical average in all but 3 of the 49 Pittsburgh 

locations and outperforms the three nonlinear methods in 28 of the 49 locations. The cross-correlation of Uber and Lyft surge 

multipliers is also examined. [6]  

  

 

 

3. METHODOLOGY  

1. Data Collection:  

We Gather a dataset containing historical taxi rides from Kaggle.[8] Each record should include features such as pickup 

location, drop-off location. Each record should have the corresponding fare amount.  

2. Data Understanding: 

To get the best results, to get the most effective model it is really important to our data very well. Here, the given train data 

is a CSV file that consists 9 variables and 200000 Observation. A snapshot of the data provided. 

 
Figure 3.1: Train Data 

The different variables of the data are:  

● fare_amount : fare of the given cab ride.  

● pickup_datetime : timestamp value explaining the time of ride start.  

● pickup_longitude : a float value explaining longitude location of the ride start.  

● pickup_latitude :a float value explaining latitude location of the12 ride start.  

● dropoff_longitude : a float value explaining longitude location of the ride end.  
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● dropoff_latitude : a float value explaining latitude location of the ride end.  

● Passenger_cont : an integer indicating number of passengers 

 

3. Data Preparation : 

The next step is, Data preprocessing. It is a data mining process that involves transformation of raw data into a format that 

helps us execute our model well. As, the data often we get are incomplete, inconsistent and also may contain many errors. 

Thus, Data preprocessing is a generic method to deal with such issues and get a data format that is easily understood by 

machine and that helps developing our model in best way. In this project also we have followed data pre-processing methods 

to rectify errors and issues in our data. And this is done by popular data preprocessing techniques, this are following below.  

 

Note: I have removed the variable “pickup_datetime” as it is a timestamp value and it shows only the start time of pick up 

time , whereas there is no drop off time, so in this data set it seems, it will have no impact in the target variable, and al so it 

lead to redundancy and model accuracy issues, so we preferred to drop it. 

 

4. Feature Selection :  

Sometimes it happens that, all the variables in our data may not be accurate enough to predict the target variable, in such 

cases we need to analyze our data, understand our data and select the dataset variables that can be most useful for our model . 

In such cases we follow feature selection. Feature selection helps by reducing time for computation of model and also 

reduces the complexity of the model.  

After understanding the data, preprocessing and selecting specific features, there is a process to engineer new variables if 

required to improve the accuracy of the model.  

In this project the data contains only the pick up and drop points in longitude and latitude. The fare_amount will mainly 

depend on the distance covered between these two points. Thus, we have to create a new variable prior further processing 

the data. And in this project the variable I have created is Distance variable (dist_travel_km), which is a numeric value and 

explains the distance covered between the pick up and drop of points. After researching I found a formula called The 

haversine formula, that determines the distance between two points on a sphere based on their given longitudes and 

latitudes. These formula calculates the shortest distance between two points in a sphere.  

The function of haversine function is described, which helped me to engineer our new variable, Distance.  

 

Used in Python :  

import haversine as hs 

travel_dist = [] 

for pos in range(len(df['pickup_longitude'])): 

long1,lati1,long2,lati2 = 

[df['pickup_longitude'][pos],df['pickup_latitude'][pos],df['dropoff_longitude'][pos],df['dropoff_latitude'][pos]] 

     loc1 = (lati1,long1)  

     loc2 = (lati2,long2)  

     c = hs.haversine(loc1,loc2) 

     travel_dist.append(c) 

print(travel_dist) 

df['dist_travel_km'] = travel_dist 

df.head() 

After excecuting the haversine function in our project, I got new variable distance and some instances of data are 

mentioned below. 

 

Figure 3.2 : Engineering with new variable distance 
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5. Correlation Analysis:  

In some cases it is asked that models require independent variables free from collinearity issues. This can be checked by 

correlation analysis for the categorical variables and continuous variables. Correlation analysis is a process that is defined 

to identify the level of relation between two variables.  

In this project, our Predictor variable is continuous, so we will plot a correlation  

table that will predict the correlation strength between independent variables and  

the ‘fare_amount’ variable 

 

Figure 3.3 : Correlation Matrix 

 From the above (fig. 3.3) plot it is found that most of the variables are highly correlated with each other, like fare 
amount is highly correlated with distance variable. 

 

 Because all the variables are numeric the important features are extracted using the correlation matrix. All the 
variables are important for predicting the fare_amount since none of the variables have a high correlation factor, so 

all the variables for model building are kept. 

 

6. Model Deployment:  

After all the above processes the next step is developing the model based on our prepared data.  

In this project we got our target variable as “fare_amount”. The model has to predict a numeric value. Thus, it is identified 

that this is a Regression problem statement. And to develop a regression model, the various models that can be used are 

Random Forest and Linear Regression. 

  

3.1 Proposed Architecture  

The investigation found that although all the models' forecast error rates were below the industry standard of 5%, the regression 

tree model's mean error rate was higher than that of the multiple regression and lasso regression models. This indicates that  

while the regression tree model may have a lower error rate for some seeds, it has a higher error rate for the majority of seeds 

compared to the multiple regression and lasso regression models.This suggests that while the regression tree model may have 

some advantages over the other models in certain situations, it may not be the best choice for the given dataset.  

  

The multiple regression and lasso regression models may have a more consistent performance and lower mean error rate, 

making them a better overall choice for the problem at hand. It's important to note that choosing the best model for a particular 

problem requires careful evaluation of the model's performance and consideration of the specific requirements and constraints 

of the problem.  
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Figure 3.1.1: System Architecture Model  

4. RESULTS 

  
Figure 4.1: boxplot shows that dataset is free from outliers 

Fig 4.1 indicates a box plot, or box-and-whisker plot, is a graphical representation of the distribution of a dataset 

that can help in identifying potential outliers. However, whether a dataset is "free from outliers" is a subjective 

determination that depends on the context and the specific criteria used to define an outlier. 
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Figure 4.2: Heatmap 

Fig 4.2 indicates a heatmap is a graphical representation of data where values in a matrix are represented as colors. It's a 

way to visualize data in a 2D format, where each cell in the matrix is assigned a color based on its value, allowing patterns  

and trends to be easily identified. 

 

  

Figure 4.3: Heatmap subplot  

Fig 4.3 indicates a heatmap subplot refers to a subplot within a larger figure or plot that specifically displays a heatmap  
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Figure 4.4: Heatmap comparison  

Fig 4.4 indicates a heatmap comparison refers to the process of visually comparing two or more heatmaps to identify 

similarities, differences, patterns, or trends in the underlying data.  

 

  

Figure 4.5: Cab bar  

Fig 4.5 indicates a "cab bar" refers to a concept or technique in machine learning, it may be a recent development or a 

specialized term used within a specific community or domain. 

 CONCLUSION  

         The  Project  "TAXI  FARE  PREDICTION  BY  USING  MACHINE  LEARNING TECHNIQUES" can provide several 

benefits. The results of the analysis can provide valuable insights into the trends and patterns in the data, as well as provide accurate 

predictions of future cab fare prices. This information can be useful for cab companies to make informed business decisions and 
optimize pricing strategies.  

          After training and testing the results shown are fairly accurate. Random forest is useful in regression as well as classification 

whereas linear regression helps to find the linear relation among the variables. Hence we reached to the conclusion that Rand om 

forest is the best because it gives more accurate value as compared to linear regression model. That is why Random forest algorithm 

is the best fit for the model selection as it has the lowest RMSE value and the highest R square value.  

FUTURE WORK  

• As is known, with an increase in the number of features; underlying equations become a higher-order polynomial equation, 

and it leads to overfitting of the data.   

• Generally, it is seen that an overfitted model performs worse on the testing dataset, and it is also observed that the overfi tted 

model performs worse on additional new test data set as well.   

• A kind of normalized regression type -Ridge Regression may be further considered.  
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