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Abstract—3D video quality issues that may disturb the human 

visual system and negatively impact the 3D viewing experi-

ence are well known and become more relevant as the avail-

ability of 3D video content increases, primarily through 3D 

cinema, but also through 3D television. In this paper, we pro-

pose four algorithms that exploit available stereo disparity in-

formation, in order to detect disturbing stereoscopic effects, 

namely stereoscopic window violations (SWV), bent window 

effects, UFO objects and depth jump cuts on stereo videos. 

After detecting such issues, the proposed algorithms charac-

terize them, based on the stress they cause to the viewer’s vis-

ual system. Qualitative representative examples, quantitative 

experimental results on a custom-made video dataset, a pa-

rameter sensitivity study and comments on the computational 

complexity of the algorithms are provided, in order to assess 

the accuracy and performance of stereoscopic quality defect 

detection. 
 
Index Terms—Visual discomfort, 3D quality, stereoscopic video, 
binocular disparity 

I. INTRODUCTION 

 

With the rise in availability of 3D video content, espe-

cially in cinema, there has been a growing concern over certain 

stereoscopic effects that can negatively impact the viewing ex-

perience by causing symptoms like eye strain, headaches, and 

visual fatigue. To address these issues, cinematographers have 

established guidelines to be followed during production, but 

constraints like time, budget, and planning often lead to devia-

tions from these rules. However, many problems can still be 

rectified in post-production if detected. In our paper, we pro-

pose algorithms that leverage stereo disparity information to 

identify and address stereoscopic quality issues in videos, fo-

cusing on detecting violations such as stereoscopic window vi-

olations (SWV), bent window effects, UFO objects, and depth 

jump cuts. Furthermore, we aim to classify these effects based 

on the visual stress they induce on viewers.  

 

The structure of the paper is as follows: Section II of-

fers an overview of current methods for disparity estimation, 

which is crucial for detecting stereoscopic quality issues, along 

with insights into comfortable stereoscopic vision and existing 

approaches for detecting the four issues studied. Section III out-

lines our proposed detection algorithms and includes qualita-

tive examples to illustrate their functionality. Section IV pre-

sents experiments conducted on a stereo video dataset created 

specifically for evaluating our algorithms, along with corre-

sponding quantitative results. Finally, Section V summarizes 

our conclusions. 

            II. PROBLEM SETTING AND JUSTIFICATION OF THE 

METHODOLOGY 

 

  Interpreting 3D scenes relies heavily on depth infor-

mation, which is captured in stereoscopic image pairs 

through dense disparity maps assigning depth-related val-

ues to each pixel. These maps, often processed post-pro-

duction, enable objects to appear both in front of and be-

hind the screen plane during display. Disparity estimation, 

or stereo matching, encompasses various algorithms cate-

gorized into local and global methods. For our experiments, 

we employed a state-of-the-art global variational algorithm 

alongside alternative methods, aiming for accurate dispar-

ity maps, crucial for subsequent analysis. 

 

  Stereoscopic 3D perception introduces a decoupling 

between vergence and accommodation distances, poten-

tially causing discomfort due to the vergence-accommoda-

tion conflict. Extensive studies have explored this phenom-

enon, establishing comfort zones for 3D viewing based on 

vergence distance versus focal distance. These zones in-

form guidelines for stereo content creation, dictating allow-

able disparity ranges and informing production practices to 

mitigate viewer discomfort. Despite these guidelines, chal-

lenges persist in effectively detecting and addressing stere-

oscopic defects. 

 

 Various systems and algorithms have been proposed to 

detect and correct stereoscopic defects, ranging from real-

time analyzers to post-production editing tools. Addition-

ally, efforts have been made to develop quality assessment 

metrics considering visual discomfort in 3D videos, often 

correlating with subjective evaluations. While some algo-

rithms focus on quantitatively characterizing video frames, 

defect detection algorithms aim to identify specific quality 

issues or artifacts, ensuring an enhanced viewing experi-

ence. This study presents a comprehensive set of algo-

rithms meeting criteria for automation, integration into 

post-processing pipelines, accuracy, and coverage of vari-

ous stereoscopic effects, provided accurate dense disparity 

estimation. 
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 III. IMPLEMENTATION 

 

 In this section, we delve into four key 3D cinematog-

raphy effects: Stereoscopic Window Violation (SWV), UFO 

objects, bent window, and depth jump cuts. These effects are 

critical considerations in ensuring a seamless and immersive 

viewing experience in stereoscopic content. Each effect is ac-

companied by its respective cinematographic rule and detection 

algorithm, with illustrative examples provided to enhance un-

derstanding and practical application. Videos initially recorded 

at 1920 × 1080 pixels are subsampled to 960×540 to expedite 

disparity estimation, facilitating efficient processing while 

maintaining accuracy.Stereoscopic Window Violation (SWV) 

stands out as a common issue impacting the perceptual integrity 

of stereoscopic content. It occurs when the perceived depth of 

objects extends beyond the defined window, leading to discom-

fort and visual disruption for viewers. Our proposed algorithm 

tackles the detection of SWV by leveraging dense disparity 

maps, which provide detailed depth information for each pixel 

in the image pair. Through meticulous analysis, regions of the 

scene violating the stereoscopic window are identified. To ad-

dress this, a floating window technique is employed, strategi-

cally masking areas where disparities exceed acceptable thresh-

olds. By adjusting the perceived depth of these regions, the al-

gorithm aims to mitigate visual inconsistencies and enhance the 

overall viewing experience. 

 

The algorithm further distinguishes between two types 

of SWV—left and right—based on the disparity patterns ob-

served at the borders of the stereoscopic images. Detection cri-

teria are established, considering factors such as ROI (Region 

of Interest) placement and object pixel density. When SWV of 

a specified duration is detected, the algorithm triggers the ap-

plication of a floating window to mask offending regions visi-

ble to only one eye. This meticulous approach ensures that 

viewers are presented with a coherent and comfortable visual 

representation, free from disruptive disparities that may hinder 

their immersion in the content.The proposed algorithmic 

framework is rooted in extensive research and experimentation, 

drawing upon insights from both technical and perceptual do-

mains. By integrating advanced disparity estimation techniques 

with cinematographic principles, we strive to create a robust 

and versatile solution capable of addressing a wide range of ste-

reoscopic quality issues. Moreover, the algorithm's adaptability 

and scalability make it suitable for integration into existing 

post-production pipelines, enabling content creators to enhance 

the quality of their stereoscopic productions efficiently and ef-

fectively. 

 

Overall, our approach to stereoscopic quality issues 

detection represents a significant step forward in the field of 3D 

cinematography. By combining cutting-edge technology with 

practical cinematographic expertise, we aim to empower con-

tent creators with the tools and techniques needed to deliver 

immersive and visually compelling stereoscopic experiences. 

As the demand for high-quality stereoscopic content continues 

to grow, our algorithmic framework serves as a valuable re-

source for ensuring the optimal viewing experience across var-

ious platforms and applications. 

 

 

 

 

 

 

In the case of a left SWV, we first calculate a 

mean value mr
i of the first three columns of right image 

object disparities for every object that creates a SWV, as 

follows: 

 

  

where hi is the height of object  and  is 

the left vertical boundary of the object. The appropriate 

left floating window mask width FWl is the mean value of 

all : 

where N is the number of objects that cause SWV, 

when detected in the right disparity map. This is done be-

cause the disparities of boundary ROI pixels, which are 

involved in a SWV, point at the boundary line of the re-

gion visible to only one eye (see the vertical line in Fig-

ures 1 and 2). The right floating window mask width FWr 

is estimated using a similar approach. Although the float-

ing window is a quick 
 

 

  
 

        Fig. 1. Left Stereoscopic Window Violation. 

 

                       Fig. 2. Right Stereoscopic Window Violation. 

Case study 1: A left SWV manifests when an object col-
lides with the right image border, persisting for 16 frames. 
Despite initial detection in the first frame, the algorithm 
abstains from labeling it to prevent false alarms. However, 
as the violation spans beyond the annoyance threshold, 
encompassing 16 frames, it necessitates intervention. A 
floating window mask, with a width ranging from 28 to 
30 pixels, emerges as a viable solution to rectify this per-
sistent violation. This approach offers a targeted remedy, 
addressing the specific region where the SWV occurs, 
thereby restoring stereoscopic coherence. 
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Case study 2: Figure 4 shows a right stereoscopic window vio-

lation, signaled by a left disparity map. The algorithm starts 

signaling SWV at the second video frame, as the size thresholds 

and ThSWV are not exceeded. The SWV duration is lower than 

the duration threshold of 13 frames, making it not annoying. 

However, the violation width ranges from 36 to 44 pixels, mak-

ing it mild but significant. A floating window mask can fix the 

problem by addressing every right image involved in the SWV. 

 
B. The Bent Window effect 

Stereoscopically distorted (SWV) windows can occur 

at any of the four video frame borders, including the top or bot-

tom ones. Top or bottom window violations cause less discom-

fort to the human brain but can ruin the 3D effect and change 

depth perception. In cases where a car and street pole appear 

behind the screen plane, the viewer's brain must decide whether 

to bend the stereoscopic window towards the viewer due to the 

top and bottom window violation locking the tree behind the 

screen plane. Top screen edge violations have more significant 

impact on creating the bent window effect than bottom screen 

edge violations 

 

The proposed bent window effect detection algorithm 

takes the left disparity map of a stereo video frame as input and 

detects objects with significantly negative disparity. It performs 

connected component analysis on pixels with negative dispar-

ity lower than a threshold and encloses each object in a rectan-

gular ROI. The algorithm checks if any objects in contact with 

the upper and lower video frame boundary are marked as the 

cause of a bent window effect.  

 

               The computational complexity of the algorithm is lin-

ear to the number of detected connected components having 

significant negative left disparity, dominated by the connected 

component analysis process. A representative example of bent 

window detection is provided, where the camera is located be-

hind a thin pole with a strong negative left disparity of about -

35 pixels. 

 
C. UFO object detection 

In 3D cinematography, a UFO is an object that is im-

properly displayed within a theater space, requiring proper 

movement and justified position. UFOs can cause visual dis-

comfort and fatigue due to rapid eye convergence changes. To 

be considered a UFO, an object must appear and disappear sud-

denly, have significant negative left disparity, and not be justi-

fied by the image structure. Identifying and addressing UFOs 

is crucial for post-production to ensure a safe and enjoyable ex-

perience for viewers. 

 

The detection of UFOs in 3D cinematography is chal-

lenging due to the need for prior knowledge about 3D set con-

struction and object placement. An algorithm has been devel-

oped to detect UFOs by analyzing object motion along the 

depth axis. A UFO appears and disappears suddenly near the 

viewer, while a non-UFO object either never moves close to the 

viewer or begins its motion away from the viewer, approaches 

the viewer, and returns on or behind the screen. Examples of 

non-UFOs include a bird flying from its nest towards the 

viewer and then returning to its nest. Non-UFO objects may 

follow half the trajectory described above, such as a knife fly-

ing from the screen to the viewer and then disappearing or a 

ball appearing in front of the viewer and falling to the ground. 

In summary, a non-UFO object with transiently negative left 

disparity must either move from the screen to the viewer or 

from the viewer to the screen at a sustainable speed. 

 

 

 D. Depth Jump Cuts 

  
The editing process in 3D cinematography is more com-

plex than 2D cinematography due to the depth continuity 

rule, which states that two shots should not be cut if their 

depth does not match. This rule is not objectively defined, 

but it can be used to create a depth jump cut, where the 

viewer loses 3D perception when the eye convergence 

point in the close-up shot is too far away from the one in 

the long shot. This is called a depth jump cut. 

 

Another type of depth cut in 3D cinematography is the 

active depth cut, which is used when a cut between two 

shots with "non-matching" depth is absolutely necessary, 

such as in a live music band concert. In an active depth 

cut, the eye vergence point of the long shot is moved to 

the screen plane, and the cut to the close-up shot is per-

formed, with the close-up shot vergence point moving to-

wards the viewer until it takes its correct position. 

 

Other transitions, such as cross fades, wipes, and split 

screens, can be adapted to fit 3D cinematography, but 

their use is limited due to their implementation being 

more difficult than in the 2D case. Overall, the editing 

process in 3D cinematography is more complex and re-

quires careful consideration of various factors. 

 

The algorithm proposed for the detection of depth 

jump cuts begins by calculating the mean positive 

and negative disparity values for the entire disparity 

map for every video frame n = 1,..,Nt. Given a set of 

disparity maps d = {d1,d2,...,dNt}, for every disparity 

map di, two subsets are defined, A+
i = {(x,y)| di(x,y) 

> 0} and A−
i = {(x,y)| di(x,y) < 0} and the average 

positive and negative disparity values are calculated 

as: 

               (3)            

and 

                               (4) 

  

where |A| denotes the cardinality of set A. This way, 

two 

 

mean disparity signals d+
i and d−

i , i = 1,..,Nt are cre-

ated, as shown in Figure 7b. Since disparity maps are 

generally noisy, a median filter is applied on both the 

positive and negative mean disparity signals. Posi-

tive disparities suffer from noise more severely than 

negative ones, since they usually refer to the back-

ground, which is customarily displayed behind the 

screen, is often blurred and covers a much bigger re-

gion than foreground. Thus, disparity estimation is 

harder on the background than on the foreground. 

Taking the above into account, we use median filter 

masks of length M− = 5 and M+ = 15 to filter the neg-

ative/positive mean disparity signals, respectively. 
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Fig. 3. Example of right stereoscopic violation: a) left video frames, and corresponding b) right video frames, c) left disparity maps. 

             6th frame          7th frame                                            8th frame                             9th frame                            10th frame                               

             no SWV          39px SWV                                       43px SWV                          44px SWV                        43px SWV 

             41px SWV          38px SWV                                        36 SWV                              no SWV                             no SWV 

           1st frame                             202th frame                            712th frame                         945th frame 

Fig. 4. Bent window effect caused by a thin object (road pole). 
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metric. 

 

IV. EXPERIMENTAL EVALUATION 

 

A video database was created to quantitatively evaluate 

the proposed algorithms for detecting four quality defects in 

stereo video. The database consists of four videos, one for each 

defect type, with each video consisting of multiple consecutive 

shots. A percentage of these shots exhibit the corresponding de-

fect, while others are defectless. The videos were subjectively 

evaluated using the Single Stimulus Continuous Quality Eval-

uation method, conforming to Recommendation ITU-R 

BT.1438, a standard protocol for subjective stereoscopic video 

quality assessment. Each video frame score was thresholded to 

become compatible with a binary quality defect ground truth, 

with Si ≥ 4.5 indicating no defect and Si < 4.5 signaling a de-

fect. Visual inspection was then conducted to rule out cases 

where viewer discomfort is not caused by the defect type, such 

as in the "SWV" video, where discomfort can be solely at-

tributed to excessive disparities without any SWV present. 

 
 

 

  
The study analyzed various video formats, including 

SWV, BW, DJC, and UFO, to identify stereoscopic window 

violations, bent window effects, depth jump cuts, and UFO ef-

fects. The original videos were recorded at 1920 x 1080 pixels 

but sub-sampled to 960x540 pixels to reduce disparity estima-

tion time. The stereo matching method was used to obtain ac-

curate disparity maps. The algorithms were implemented in 

C++ and executed in real-time on a high-end desktop PC with 

a Quad Core i7 @ 3.4 GHz and 16 GB RAM. The proposed 

algorithms achieved a processing rate of over 25 frames per 

second on a high-end desktop PC. The original videos were rec-

orded at a resolution of 1920 x 1080 pixels, but sub-sampled to 

960x540 pixels to reduce execution time. 

With the exception of depth jump cuts, all of the ex-

amined quality defect instances are characterized by a specific 

duration (typically 15 frames or more). Therefore the temporal 

overlap between the detected defects and the actual defects 

known from the ground truth is of high importance. In order to 

account for this overlap, the experimental results were evalu-

ated on a per-frame basis and each frame was deemed as a true 

positive, a true negative, a false positive or a false negative, 

based on the ground truth. Given these characterizations, a set 

of popular metrics were evaluated for the results of each algo-

rithm, i.e., precision, recall, F-Measure, specificity (true nega-

tive rate) and accuracy. 

Figures 10a-d show the experimental results for the case of 

stereoscopic window violation, bent window, UFO and depth 

jump cut detection, respectively, using the aforementioned met-

rics. As can be seen, the corresponding F-Measures are 94.05%, 

90.40%, 96.15% and 84.54%, while the respective specificity 

rates (SPC) are 79.00%, 98.31%, 98.79% and 99.89%. There-

fore, the algorithms successfully detect the majority of the de-

fects in all cases, while the false positive rate (FPR = 1 − SPC) 

is negligible in all cases, except for the stereoscopic window 

violations. Note, however, that the specificity and accuracy 

metrics are not very informative in the case of depth jump cuts, 

since their computation is dominated by the number of true 

negatives TN. Due to depth jump cuts being of momentary du-

ration, only 46 out of 9798 frames contain depth jump cuts and 

TN is unavoidably very large, resulting in values near 100% for 

both specificity and accuracy. 

 

TABLE I 
. 

Parameter Value Parameter Value 

 
0.0030W TminUFO 0.0100W 

ThSWV 0.2000H TmaxUFO 0.0030W 

TwSWV 0.0100W 
TvUFO 0.0010W 

T2SWV 0.3000hROI TdsnDJC 0.0009W 

 
0.0045W TdspDJC 0.0016W 

 

 
 

  

The proposed algorithms for stereoscopic quality defect 

detection were tested on a dataset of 960 pixels. The pa-

rameters were derived through a sensitivity analysis, with 

the highest F-Measure value being the most sensitive pa-

rameter, hROI. The algorithms were robust in parameter 

values, with an extended range of possible values leading 

to high quality defect detection performance. The most 

sensitive parameter was hROI, with a very specific pa-

rameter value providing the best performance in terms of 

the F-Measure  

           To compare the proposed methods against rival al-

gorithms, the best obtained F-Measures were 78.79% and 

63.16% for SWV and DJC, respectively, and 81.26% and 

99.51% for SPC. The proposed methods outperformed 

these competing algorithms by 15.26% (SWV) and 

21.38% (DJC) in terms of the F-Measure metric, while 

achieving comparable specificity/false positive rate. Ad-

ditionally, the proposed methods rate the detected defects 

according to the visual stress they cause. 

(a) (b) 

 

Fig. 5. Example of the video dataset used for the experimental evaluation: a 
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http://www.jetir.org/


© 2024 JETIR June 2024, Volume 11, Issue 6                                                       www.jetir.org (ISSN-2349-5162) 

JETIRGJ06042 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 275 
 

 

           (c)                                                    (d) 

 

 

               (e)                                                       (f) 

           (g)                                                        (h) 

 

 

 

 

 

 

 

                           (i) 

 

Fig. 6. Sensitivity analysis results 

The method implementation parameter, initially con-

sidered secondary, was modified after initial testing, resulting 

in slight performance improvements. In the initial SWV detec-

tion software, two different left and right SWVs were consid-

ered the same SWV, with less than 5 frames separating them. 

The entire video duration was marked as suffering from left or 

right SWV. In the final software, the parameter was changed 

from 5 frames to 2 frames, resulting in improved results. 

 
V. CONCLUSIONS 

 

The popularity of 3D movies makes the investigation 

of stereo quality issues all the more important. Certain stereo-

scopic effects found in the 3D video content may confuse the 

human visual system, affect viewing experience in a negative 

way and eventually cause unpleasant symptoms, such as eye 

strain, visual fatigue and headaches. In this paper, new algo-

rithms are presented that detect four such stereoscopic effects, 

namely, stereoscopic window violations (SWV), bent window 

effects, UFO objects and depth jump cuts automatically, by ex-

ploiting disparity information. The algorithms also try to char-

acterize these stereoscopic effects according to the stress they 

cause to the viewer. Representative qualitative examples, quan-

titative experimental results on a custom-made video dataset, a 

parameter sensitivity study and comments on the computational 

complexity of the algorithms are provided, proving effective-

ness of the proposed methods in detecting the four above men-

tioned stereo quality defects. 

 

The assembled video dataset may be useful in fu-

ture stereo quality studies, by providing positive and neg-

ative examples of the four quality defects under examina-
tion. 
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